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VisNetic  MailServer 
and DNS2Go

In October of  2000, Deerf ie ld.com introduced DNS2Go, a dynamic naming system, to 

the wor ld.   The program was designed to g ive anyone with a dynamic IP address ( l ike a 

dia l-up, cable modem, or DSL account) the abi l i ty  to host web serv ices using an easy to 

remember name.

Beyond s imple web host ing and f i le shar ing, customers wanted the abi l i ty  to host an emai l  

server without the high cost of  an “always on” connect ion, whi le st i l l  being able to use 

thei r  own domain name, not an ISP address ( l ike bi l l@aol.com or b i l l@msn.com, etc.) .

To meet these needs, Deerf ie ld.com introduced, among several  va lue-added serv ices, 

SMTP rout ing.  This serv ice was designed as a f lex ib le emai l  forwarding/storage method 

for anyone with a DNS2Go account.   I f  a customer is onl ine, they receive any emai l  bound 

for thei r  domain di rect ly,  routed by the DNS2Go serv ice.  I f,  however,  they are of f l ine, 

Deerf ie ld.com’s servers wi l l  route al l  messages into a storage dr ive, and immediately 

forward them to the server as soon as i t  comes back onl ine.

This proved to be a valuable serv ice, prov id ing emai l  capabi l i t ies to several  thousand 

DNS2Go domains.

As the number of  users taking advantage of DNS2Go SMTP Rout ing grew, so too did the 

demand on Deerf ie ld.com’s emai l  servers.   W ith so many customers accessing the servers 

at random intervals,  and with so much emai l  to move, the server performance was 
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beginning to suf fer.

In January 2003, to prov ide better serv ice to the DNS2Go user base, Deerf ie ld.com 

transi t ioned thei r  own emai l  servers f rom MDaemon  to VisNet ic Mai lServer.   A lmost 

immediately the serv ice to customers was dramat ical ly  improved.  Under ident ical  

server loads, del ivery t ime to customers went f rom as high as 30 minutes to near ly  

instantaneous.

This dramat ic d i f ference was att r ibutable to the del ivery methods used by the two emai l  

servers.

When an account connected and requested i ts mai l ,  MDaemon  f i rst  moved the stored 

messages into i ts “Remote Queue”.  From here, the emai l  sat in the queue unt i l  the next 

scheduled processing interval .  Further contr ibut ing to delays was the fact that by defaul t ,  

MDaemon is set to handle only 30 unique connect ions/threads at a g iven t ime.

VisNet ic Mai lServer uses an ent i re ly d i f ferent method for message handl ing.  Upon 

receiv ing a “dequeue” request,  V isNet ic Mai lServer moves messages into a “Forward 

Directory” that is a lways monitored for instant processing.  In addit ion, VisNet ic 

Mai lServer is set by defaul t  to handle up to 256 unique connect ions/threads. 

These improved handl ing mechanisms also s igni f icant ly  reduced the load on the CPU 
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of the emai l  server,  tak ing i t  f rom as high as 98% of capaci ty to an average of only 8% 

usage.  Since emai l  messages don’t  stack up in the memory and demand increased 

handl ing, resources on the server computer are f ree for other tasks.

These performance improvements to the SMTP Rout ing serv ice not only prov ided customers 

with a great ly  improved serv ice, but i t  was also able to lower Deerf ie ld.com’s operat ing 

costs.
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